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Abstract. In software development it is hard to know both whether the team has 
developed a product that fits the users’ needs, and is easy to use. One way of 
gathering feedback from users on both these issues is to conduct formal user 
testing, which has been rated by IT professionals as one of the best methods for 
user involvement in software development. In this paper, we present a formal 
evaluation of a running prototype for a virtual reality experience that was 
scheduled to be launched 3 months later. We conducted formal user testing with 
five users, and recorded the problems that the users experienced while they used 
the VR prototype. We also collected data concerning each user's impressions of 
their experience immediately after it was complete. The results show that many 
serious problems were identified, and that the developers found several of them 
to be very useful. In some cases, the user testing was regarded as having been 
essential to discovering these problems.  
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1. Introduction 

In software development it is hard to know both whether the software development 
team has developed a product that fits the users’ needs and is easy to use for the users. 
A recent study shows [22] that some developers who deliver software to users only 
obtain a vague idea of the usage of their system, mainly because they don’t contact the 
users, and the users do not contact the developers. The users simply find ways to bypass 
any problems that they have while using the product, even though it delays their work 
or makes them frustrated. Both formal and informal methods have been defined for 
gathering feedback on the user experience from users during software development.  

Agile software development has been the de facto standard for project management 
in software development for some time. Informal methods, such as short interviews or 
showing low-fi prototypes to users and discussing those, are used quite extensively in 
agile software development [19]. Still, formal user testing, with users solving 
predefined tasks while being observed, was rated as the best method for involving users 
in Agile projects [14]. The results from the same study showed that such testing is 
performed quite rarely, due to lack of time and money. 

In this paper, we study a formal evaluation of a running prototype for Everest VR 
[26], a virtual reality experience which was scheduled to be launched three months 
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later. We conducted formal user testing with five users, as suggested in the Google 
Design sprint process [17] and by other researchers and practitioners, for example 
Jakob Nielsen [24]. We recorded the problems that occurred while users participated in 
the VR experience and we collected data about the users' impressions of the experience 
immediately thereafter. We focused especially on how useful the results from the 
formal user testing were for further development of the product. This is rarely done in 
the literature. Specifically, we sought to answer the following research questions: 

1. How many severe problems are found during formal user testing? 

2. How useful are the identified problems for the further development of the system? 

The contributions of this paper are twofold:  We explain how VR software can be 
evaluated with 5 users in formal user testing by describing the process and the data 
collected.  But perhaps the main contribution is that we collected data on the benefits 
of the results of the user testing from the actual developers and describe those results 
in the paper.  

The remainder of this paper is organized as follows. We begin by describing some 
of the current literature that relates to our research questions. We then present the data 
gathering methods that we used in the study along with the results from the study itself. 
Finally, we discuss the results.  

2. Background 

In this section, we describe some of the current literature on designing virtual reality 
for users and on user evaluations.  

2.1 Virtual Reality 

Virtual Reality devices such as the HTC Vive (www.vive.com) allow users to 
observe and interact with a simulated environment as though they are physically 
situated within that environment. Specifically, by precisely tracking the 3D position 
and orientation of a display device mounted on the user's head, the user's perspective 
of the virtual world can be controlled using the muscles in their body, identically to 
how they control their perspective of the real world. For example, to obtain a better 
view of a nearby object on the ground of a virtual world, a user could physically move 
their body into a crouch and thereby move their virtual perspective closer to the object. 
Some VR devices (including the HTC Vive) also allow the precise tracking of hand-
held input devices, which are often used to represent the user's hands inside the virtual 
world. These devices allow users to physically move their hands to interact with the 
virtual world, including manipulating virtual objects and performing gestures (e.g., 
pointing or waving).  

An important limitation of the HTC Vive is that its ability to track the headset and 
hand controllers is limited to a predefined tracking volume, which has a recommended 
maximum base area of 3.5m x 3.5m; this volume limits the extent to which the user can 
use only their natural body movements to explore a virtual world. To overcome this 
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limitation, many instances of VR software also implement a way for the user to traverse 
the world at scales larger than 3m x 3m (e.g., using a hand controller to point at and 
teleport to a target location). 

Given the speed with which the latest generation of VR technology has been 
developed, it has been difficult for the designers of VR software to form and maintain 
a good intuition for how users will use this technology to interact with virtual worlds. 
This magnifies the importance of running frequent user tests during the development 
of VR software, to both account for the current lack of intuition and to start building 
stronger intuition for future projects. 

2.2  User-Centered Evaluations 

The goal of a user-centered evaluation activity is to gather feedback on the IT 
professional’s work from the user’s perspective [11]. The type of information gathered 
in user-centered evaluation has been evolving through the years. About 20 years ago, 
the major emphasis was on gathering information on usability problems, which are 
flaws in the interface that cause problems for users [23]. Parallel to this, the emphasis 
was also on measuring usability in a quantitative way by measuring effectiveness, 
efficiency, and satisfaction, as defined by the ISO 9241-11 standard [12]. During the 
last decade, the study of user experience has gained more attention, where more 
subjective factors regarding the users’ perspectives using the software are measured 
[9]. Hence, user-centered evaluation can be used to gather information on usability 
problems, the three factors of usability (effectiveness, efficiency, and satisfaction), and 
the subjective factors of user experience. When evaluating virtual reality software, one 
of the factors that are of interest is the effect on the body of the user. A simulator 
sickness questionnaire was proposed by Kennedy et al. [16] to measure the various 
effects that using VR software can have on the user's body.    

The evaluation activity needs to be planned, conducted, and the results need to be 
analyzed and reported [11]. Evaluations can be conducted to gather feedback regarding 
the context in which the software will be used, the requirements from the user’s 
perspective, and on the user interface design. The feedback gathered in an evaluation 
identifies possible flaws or problems users have while using the software. The feedback 
can also include the experiences users have. These are described and IT professionals 
must decide what action to take in each particular case to improve the usability and the 
user experience of the software. 

Some studies have been conducted on the benefits and drawbacks of conducting user 
centered evaluations. The results from a survey and interview study conducted in 
Denmark show that some type of user centred evaluation was conducted in almost 75% 
of the companies involved [2]. The study did not analyse what evaluation methods were 
used, and whether the evaluation included users or not. A similar study was done in 
Italy [1] and the results on the usage were similar; some evaluation was done in 72% 
of the companies involved. Internal evaluations were conducted in half of the 
companies involved in the study, but less than 20% conducted external evaluations by 
external consultants.   



The major obstacles for doing user centred evaluation were examined in a study 
conducted in Denmark [2]. The two main obstacles found were resource demands, both 
in terms of time and money, and an obstacle called the “developer mind-set”. One 
example of an issue in this category, mentioned by respondents, is that developers find 
it hard to think like users. In relation to this, some informants described that the main 
focus of IT professionals was on the programming aspect - to write beautiful code - and 
not so much on participating in a usability evaluation. In a similar study in Italy [1] the 
most frequent obstacle mentioned was also resource demands. The most frequently 
mentioned advantage of usability evaluation was quality improvement, reported in 
almost half of the cases. In the study by Vredenburg et al. [28] the main benefit for 
doing usability evaluation was that the practitioners gain understanding in the context 
of use whereas the weaknesses mentioned were high cost and versatility. The benefits 
and weaknesses of doing informal expert reviews and formal heuristic evaluation were 
similar, the benefits being the low cost and speed, but the weakness being that users are 
not involved in the evaluation. In these three studies, the major evaluation obstable is 
the client’s budget resource. 

Twenty years ago, it was common to study the  benefits of conducting user-centered 
evaluations by counting how many usability problems were found by using a number 
of evaluation methods to evaluate the same software. Four studies comparing 
evaluation methods were published in the years 1990 to 1993 [13; 15; 7; 25]. In 
addition, a study by Cuomo and Bowen [6] is also discussed there. In these studies an 
aggregated list of all problems found during user observation is made and used to 
describe all usability problems that can be found in the software. Then the number of 
problems found by using another method is compared to the aggregated list. It is 
common to presume that problems found while observing users in user centred 
evaluation are true problems that users would have in real use. Problems found by using 
another method are compared with the list of problems found in the user observation to 
calculate the effectiveness of the method. These studies were focusing on that outcome 
of the evaluations, which is finding usability problems.  

Other studies have covered how these outcomes can be described in an efficient way 
to help the IT professionals to decide what to do about the problems [27]. The most 
efficient way of describing the results of the evaluation to the IT professionals was, for 
example, studied by Hornbæk and Frøkjær [10]. Their results show that IT 
professionals assessed redesign proposals to have higher utility than usability problem 
lists.  

One way of determining the effect of using usability evaluation methods is to look 
at the downstream utility, which is defined by Law [21] as: “The extent the improved 
or deteriorated usability of a system can directly be attributed to fixes that are induced 
by the results of usability evaluations performed on the system.” Here the effect of the 
usability evaluation is determined by how much it improves the actual usability of the 
software and not by how many problems are found. There are very few studies that 
report the downstream utility of using a particular user-centred evaluation method. 
Researchers do not agree on the scope of user centred evaluation. Cockton [5] argues 
that assessing the downstream utility is beyond the scope of pure evaluation methods. 
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In this paper we assess the downstream utility of conducting user evaluation with 5 
users in a VR experience and report the findings.  

3. Method 

In this section we will explain the VR experience whose prototype we evaluated 
(Everest VR), how we gathered the data, the demographics of our participants, and the 
methods that we used to analyse the results. 

3.1 Everest VR 

Everest VR [14] is an interactive experience in Virtual Reality that simulates some 
parts of the (real-world) experience of climbing Mount Everest. The experience consists 
of a sequence of scenes. Some scenes can only be observed (e.g., a helicopter ride with 
narration near the beginning of the experience; Figure 1), while other scenes require 
active participation from the user before the experience will proceed (e.g., crossing a 
crevasse by walking along a ladder that bridges the two sides; Figure 2). 

 

Fig. 1: A scene from the helicopter ride. 



 
 

 
Fig. 2: A scene in which the user crosses a chasm using a ladder. 

In every scene, the user can freely control their perspective in the virtual world by 
physically moving their head. In the scenes that require activity, the user's hands are 
represented by virtual mittens whose positions match the positions of the HTC Vive's 
hand-held controllers. Each scene that can only be observed causes an automatic 
transition to the next scene as soon as the former is complete. Each scene that requires 
interaction ends when the user performs a specific gesture in a particular context (e.g., 
waving in the direction of a virtual character); the next scene then begins automatically. 
Within an active scene, the user can use their virtual mittens to grasp various virtual 
objects, including ropes across a chasm and the rungs of a ladder (the user ''climbs'' the 
ladder by reaching for and grasping higher rungs to raise their virtual body; the user's 
feet are not tracked by the HTC Vive).  

While the visuals of Everest VR are intended to be realistic (Sólfar Studios, 2016), 
some parts of the experience's simulation are intentionally unrealistic. For example, if 



7 

the user stops grasping all of a ladder's rungs partway through a climb, their virtual 
body will not fall. Instead, the user's virtual, vertical position will remain unchanged, 
and the user will perceive that they are standing beside the ladder on a surface that is 
invisible in the virtual world. This decision to break from realism was made to support 
a more important objective of the overall experience, which was to provide a 
pleasurable fantasy of climbing Mount Everest. 

3.2 Data Gathering 

We gathered data through user testing, which was structured in 6 sections:  a) an 
introduction to the testing, b) filling in a pre-questionnaire, c) experiencing the VR 
prototype, d) filling in a post-questionnaire, e) debriefing by watching a video of what 
happened during the experience, and f) thanking the user. Following the Google Design 
process [4], we planned and conducted 5 user testing sessions, each with one user. The 
user testing was conducted in a lecture room at Reykjavik University. We separated the 
VR play area from the experimenters by moving tables to define the area, as can be 
seen in Figure 3. Figure 4 shows one of our users experiencing the video game inside 
the playing area while the conductor of the evaluation observes. 
 
 

   

Fig. 3 and 4: The user testing area (Left) and a user participating in the VR experience (Right). 

The execution of the user evaluations is shown in Figure 5, by using an early version 
of the RAMES framework [11].   

 



Roles  
R1. Users Five users participated in the evaluation 
R2. Evaluators Conductor: Marta Larusdottir acted as a conductor 
R3. Observers Observers: David Thue and Kurt Van Meter acted as observers and assistants 
R4. Recipients Kurt Van Meter was the main recipient of the results 

Activities  
A1. Purpose To measure the user experience of the current prototype of Everest VR, to enable 

redesigning the system according to the results 
A2. Plan The user testing took place on Monday the 18th of April and Tuesday the 19th of April 
A3. Evaluation 

procedure 
1. Greet the participant 
2. Short introduction to the procedure of the testing 
3. Sign a consent form 
4. Interview according to the background questions (Pre-questionnaire list) 
5. Fill in the questionnaire about how the participant feels (Pre-questionnaire list) 
6. Experience the VR prototype 
7. Fill in the questionnaire about how the participant feels (Post questionnaire list) 
8. Fill in the user experience questionnaire (AttrakDiff 2.0) 
9. Discussion/debriefing about the video 
10. Thank the participant 

A4. Analysis of 
results 

We used the Instant Data Analysis method described by Kellskov et al.[18] 
A5. Making 

Decisions 
Kurt was responsible for the decision making based on the results 

Materials  
M1. Evaluation 

material 
Pre-questionnaire kit including: a) introduction text for the participant, b) 
declaration of consent, c) pre-test questionnaire on the background, d) simulator 
sickness questionnaire. 
Post-questionnaire kit including: a) Post-test questionnaire on the overall feeling, b) 
simulator sickness questionnaire, c) the AttrakDiff 2.0 for measuring the user 
experience 

M2. Support 
material 

The VR prototype itself explained how to navigate between scenes in Everest VR. 
We also used a document containing an introduction to the procedure of the testing, 
and an introduction to the controls and the consent form. 

M3. Data gathered Background material, responses to questionnaires, usability problems, comments 
during debriefing sessions 

M4. Results Kurt presented the result to the team 
M5. Decisions Kurt kept track of which decisions were made 

Environment  
E1. Evaluation 

environment 
The evaluations were conducted at Reykjavik University, room M117 

E2. Equipment. for 
data gathering  

We used Camtasia to record what the user did during the VR experience 
E3. Eq. to analyze 

results  
Excel was used 

System  
S1. Characteristics VR game – Everest VR version 0.121 
S2. Type VR game 
S3. Stage Detailed prototype of the system 
S4. Part We evaluated the helicopter ride and a scene involving the Khumbu Icefall (part of 

the path up Mount Everest) 
S5. Eq. for 

evaluation 
Kurt provided all the equipment needed for the evaluation 

Fig. 5. Execution of the user testing explained using RAMES 
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During the user testing, the participants filled in two questionnaires: one before the 
VR experience, and another afterwards. The pre-questionnaire covered background 
questions and the simulator sickness questionnaire proposed by Kennedy et al. [10]. 
The post-questionnaire contained one question on the overall feeling of the participant, 
the simulator sickness questionnaire, and the AttrakDiff 2.0 questionnaire by 
Hassenzahl [12]. We estimate that the entire process took approximately 60 person 
hours, including preparation, conducting the user testing, and analysing the data. 

3.3 The Participants 

We had 4 males participating in the user testing and one female. Their age was from 
25 to 54 and they had all experienced virtual reality before (some only once or twice). 
Three said they had played a lot of video games, one said some, and one said that he/she 
had played none. We also asked about their experience in hiking and mountain 
climbing: one had extensive experience, three had some experience, and one had no 
experience. Four of the participants had heard about Everest VR before. 

We asked if the participants ever experienced fear of heights or vertigo and some 
had experienced some, one said he/she had not, and one had quite serious fear of 
heights, but no vertigo. We also asked them to fill in a simulator sickness questionnaire 
to be able to see the difference in how they felt before and after experiencing the VR 
prototype.  

3.4 The Data Analysis 

To analyse both our observations of the users  experiencing the Everest VR prototype  
as well as what they told us during the debriefing, the conductor and the two observers 
met the day after the user testing was complete and performed an instant data analysis 
as proposed by Kellskov et al. [13]. Some of the results of our instant data analysis 
session can be seen in Figure 6. In total, we recorded 30 user problems and four positive 
experiences. 
 

 
Fig. 6.  The results of the instant data analysis session. 



We brainstormed on the outcome of the user testing on a whiteboard by writing a list 
of user problems. For each problem we wrote the number of users having that problem 
and agreed on a severity for that problem. We categorized the severity as follows: 4 = 
Showstopper, 3 = Severe problem, 2 = Moderately severe problem, and 1 = Minor 
problem.  

3.5 Analyzing the Impact of the User Problem List 

Two months after we completed the user testing sessions, one of the observers of the 
user testing (who was also responsible for Quality Assurance (QA) at Solfar Studios) 
analyzed the impact of the user problems for further development of the system. He 
categorized each problem in these categories:  

1 = Addressed 
2 = No action 
3 = No action, new tech needed 
4 = No action, good for future design of the system 
5 = Action not decided yet 
 
He also remarked on whether any of the problems were particularly useful; these 

included problems that the team did not know about before the testing began, or 
problems whose severity they had estimated incorrectly. 

4. Results 

In this section, we describe the results of the user testing. First we describe the results 
from the questionnaires, and then we describe the results from the user problem list and 
the categorization of the impact of the user problems.  

4.1 The User Problem List 

The user problem list contained 30 problems. In Table 1, the number of problems in 
each severity category can be seen. 

Table 1: Number of User Problems in Each Severity Category 

Severity Category Number of problems Average number of users 
Showstopper  1 problem 5 users 
Very severe problem  5 problems 3,6 users 
Moderately severe problem  15 problems 2 users 
Minor problem  9 problems  1 user 
Total:  30 problems  
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As shown in Table 1, 21 of the found problems were severe (either moderately, very, 
or a showstopper). The showstopper had the description: “Getting to the vertical ladder 
by waving confused everyone, and the icon is almost invisible – this is particularly bad 
because you feel trapped in a corner (and are in the corner of the space)”. An example 
of a very severe problem is: “Instructions cannot be repeated (people missed, didn‘t 
hear or were too overwhelmed by the visuals to take in verbal instructions)”. 
Additionally, an example of a moderately severe problem is: “Want more audio 
feedback (immersion – environmental audio)”. 

4.2 The Impact from the User Problems List 

The impact of the user problem list was estimated by asking one of the observers, (who 
was also responsible for Quality Assurance (QA) at Solfar Studios) to report what 
decisions had been made regarding each of the user problems, two months after the user 
testing. In Table 2, the results of this categorization are described. 

Table 2. Number of User Problems in Each Severity Category 

Severity Category          
(number of problems) 

Impact Marked as useful 

Showstopper (1) Addressed Very useful 
Very severe problem (5) 4 addressed, 1 future design 1 very useful, 1 useful 

Medium severe problem (15) 
10 addressed,  2 no action       
1 new tech needed,                  
1 not decided, 1 future design 

4 useful 

Minor problem (9) 
4 addressed, 3 no action,         
2 new tech needed 

 

 
The QA person especially marked 3 problems that were categorized as a 

showstopper or very severe problems right after the evaluation, as very useful or useful 
two months after the user testing. For the showstopper he remarked: “This testing was 
key in pointing out the importance of that.” Additionally, for one of the very severe 
problems he remarked: “Huge impact on this from testing and we continue to reposition 
to find the best layout”.  

Out of the 15 problems marked as medium severe problems right after the 
evaluation, he marked 4 as useful two months after the evaluation. He also remarked 
for one of the medium severe problems: “Being addressed, and was useful to have fresh 
eyes to underline the importance of this”.   

5. Discussions 

Public adoption of Virtual Reality devices has been slow [15]. As a result, a large 
percentage of the potential participants of software evaluations will have never 
experienced any environments using Virtual Reality technology. When evaluating the 



use of VR devices that perform positional tracking (such as the HTC Vive), some 
amount of initial unfamiliarity seems likely to persist even for participants who have 
experienced VR environments before, as the most widespread VR devices (e.g., the 
Gear VR and Google Cardboard) lack any positional tracking; this lack substantially 
limits the user's experience of a virtual world. Having participants who are unfamiliar 
with (aspects of) VR technology represents a serious challenge to any evaluation of a 
VR experience, as each user's reaction to the technology itself will likely be confounded 
with their reaction to the experience that one hopes to evaluate. To evaluate a VR 
experience independently from its supporting VR technology, one must consider only 
participants who have sufficient prior familiarity with that particular technology. 
Unfortunately, the percentage of the population that meets this criteria is likely to be 
very low, making it difficult to obtain a sufficient sample size to support reliable 
generalizations. A potential alternative could be to attempt to control for prior VR 
familiarity by applying statistical analysis techniques, but doing so would require a 
reliable, population-general model of how prior VR familiarity affects the metrics along 
which a target experience is to be evaluated. To the best of our knowledge, such a model 
does not yet exist. Until the population's familiarity with VR devices increases, it seems 
likely that all studies of VR experiences will suffer from the confounding effects of 
each user's unfamiliarity with the VR technology being used. 

User involvement during agile software development in the software industry has 
been found to be both informal and explicit [16]. Feedback from users is gathered in an 
informal way, and not through formal user testing [2]. Still formal user testing has been 
given the highest rating of methods used by practitioners for involving users in the 
software industry [3]. The main reason for not conducting formal user testing is that it 
is time consuming in relation to the benefits the developers receive from the results of 
the evaluations [2]. Little has been done to try to estimate the value for software 
developers of gathering feedback from users through user testing. The study we have 
described shows that, even with just a few participants, useful information was indeed 
found in the formal testing of a novel VR experience.  
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